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Introduction
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Actions

Reinforcement Learning (RL)
• Optimize the control policy in the environment.
• E.g., general RL tasks (e.g., Go, Atari, Mujoco).
• What if having constraints? goal

start

policy
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Introduction

Environment
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Constrained Reinforcement Learning (CRL)
• Optimize the control policy under a set of constraints.
• E.g., Safe Reinforcement Learning (e.g., Auto-driving).
• What if constraint not known ? goal

start

Constraint

policy
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Introduction

Inverse Constrained Reinforcement Learning (ICRL)
• Policy Optimization + Constrain Inference.
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Benchmarks

Demonstration Dataset:
• Add predefine constraints to the environment to construct a Constrained MDP (CMDP).
• Trained expert agent with Proximal Policy Optimization Lagrange (PPO-Lag) algorithm.
• Generate the expert dataset with the expert agent.

Expert Policy
Predefined 
Constraint
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CMDP Expert DataPPO-Lag Generate

Baseline methods:
• Binary Classifier Constraint Learning (BC2L).
• Generative Adversarial Constraint Learning (GACL).
• Maximum Entropy Constraint Learning (MECL).
• Variational Inverse Constrained Reinforcement Learning (VICRL).



Virtual Environment

Environment Settings:
• Based on the MuJoCo Game engine.
• Incorporating predefined constraints into the environment.
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Virtual Environment

How well do the algorithms perform in the virtual environment?

International Conference on Learning Representations (ICLR)
Fe

as
ib

le
 R

ew
ar

ds

C
on

st
ra

in
t V

io
la

tio
n 

R
at

e



Virtual Environment

How well do the algorithms perform when the expert demonstrations may violate 
the true underlying constraint?
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Virtual Environment

How well do ICRL algorithms perform in stochastic environments?
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Realistic Environment

Environment Settings:
• Based on the common road game engine.
• Incorporating predefined constraints into the environment.
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How well do the algorithms perform in the realistic environment?
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Realistic Environment



How well do ICRL algorithms work in terms of recovering multiple constraints?
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Realistic Environment



Question and Answering (Q&A)


